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ABSTRACT

The link-based cluster ensemble (LCE) method is applied to 
a high resolution satellite precipitation estimation (HSPE) 
algorithm, a modified form of the Precipitation Estimation 
from Remotely Sensed Imagery using an Artificial Neural 
Network Cloud Classification (PERSIANN-CCS) 
algorithm. The HSPE involves the following four steps: 1) 
segmentation of infrared cloud images into patches; 2) cloud 
patch feature extraction; 3) clustering and classification of 
cloud patches using cluster ensemble technique; and 4) 
dynamic application of brightness temperature (Tb) and rain 
rate relationships, derived using satellite observations. The 
LCE method combines multiple data partitions from 
different clustering in order to cluster the cloud patches.
The results show that using the cluster ensemble increase 
the performance of rainfall estimates if compared to the 
HSPE algorithm using Self Organizing Map (SOM). The
Heidke Skill Score (HSS) is improved 5% to 7% at medium 
and high level of rainfall thresholds.

Index Terms— Clustering method, neural networks, feature 
extraction, image texture analysis

1. INTRODUCTION

Rainfall estimation at high spatial and temporal resolutions 
is beneficial for research and applications in the areas of 
weather, climate, hydrology, water resources management, 
and agriculture. Ground-based estimates from weather 
radars and in-situ measurements from rain gages facilitate 
routine monitoring of rainfall across much of the continental 
areas of the world. But the coverage of the ground-based 
observation systems is not spatially and temporally uniform. 
For example, radar coverage is sparse in areas across 
mountain ranges and tropical rain forests that take up large 
areas of the globe; and most of the in-situ rainfall 
measurements are reported only as daily accumulated 
values.  Besides, estimation of rainfall over the oceans is 
also important for climate studies which cannot be provided 
by ground-based estimates. On the other hand, satellite-
based observing systems are used for the routine monitoring 
of the earth’s environment.  Hence, precipitation estimation 

based on satellite observations offers a viable solution for 
monitoring global precipitation patterns at sufficient spatial 
and temporal resolutions.

Many different satellite precipitation estimation (SPE) 
algorithms have been developed to integrate information 
from diverse sensors and platforms, including satellite 
measurements from active and passive radars, visible and 
infrared imagery (IR), in-situ measurements, and estimates
from ground-based radars [1]. Despite the fact that active 
and passive microwave sensors on satellites can provide 
physical information about clouds, their temporal resolution 
is not appropriate for high temporal applications [2]. Passive 
microwave (PMW) sensors for precipitation measurements 
are generally deployed on low earth orbiting (LEO) 
satellites with coarse temporal sampling. Moreover, infrared 
sensors on-board geostationary (GEO) platforms can 
provide high temporal observation, but their cloud top
information is not always physically related to precipitation 
microphysical properties [2]. Studies show that using 
infrared data with radar calibration can provide more 
accurate estimation [2-5].

Rainfall estimation algorithms using infrared data can 
also be classified into three groups depending on the level of 
information extracted from infrared cloud images: (a) pixel-
based; (b) local-texture-based; and (c) patch–based 
algorithms. In pixel-based algorithms, a rain rate (fixed or 
variable) is assigned to every pixel of the cloud and just that 
pixel alone is considered. The cloud local-texture-based 
technique calculates pixel rain rates by considering a range 
of the neighborhood pixel coverage. Cloud-patch-based 
techniques use cloud coverage under a specified temperature 
threshold [1].

Cluster Ensemble techniques combine multiple data 
partitions from different clustering. There are different 
cluster ensemble methods [6] such as voting-based [7-8], 
evidence accumulation [9], and link-based [10]. 

In this work, the LCE method which is recently developed
[10] is employed to a cloud-patch-based HSPE to cluster 
cloud patches. The scope of this paper is as follows. Section 
2 describes the methodology and the cluster ensemble.  
Section 3 discusses the validation results, and section 4 
presents a summary of the paper.
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2. METHODOLOGY

A block diagram of the HSPE algorithm, a modified 
PERSIANN-CCS [1] is depicted in Figure 1. The infrared 
images from GOES-12 are calibrated into brightness 
temperatures. The next step is to segment the clouds into 
patches by using a region growing segmentation method [1]. 
Figure 2.a depicts the clouds at 0615 on 04 February 2008 
and the corresponding cloud patches are shown in Figure 
2.b. Then, the shape, statistic, and texture features of each 
patch are extracted. The statistic features are minimum
mean and standard deviation of the brightness temperature 
of each patch. The texture features, including wavelet, Grey-
Level Co-occurrence Matrix (GLCM), local mean and local 
standard deviation, are calculated. In the next step, the 
features are classified using a cluster ensemble. Finally, a 
Temperature–Rain Rate (T-R) curve generated by a
polynomial curve fitting technique and Probability Matching 
(PMM) is assigned to each cluster. Note that the big 
differences between the HSPE algorithm and the 
PERSIANN-CCS is that the HSPE is enriched with more 
texture features such as wavelet and GLCM and also it uses
a polynomial curve fitting instead of an exponential curve 
fitting. In addition, the PERSIANN-CCS employs a SOM 
[11] for cloud patch clustering.

Figure 1. Block diagram of the HPSE algorithm

The cluster ensemble using link-based applied in this study 
includes three steps [10]: 1) Creating M-base clustering; this 
can be performed either using a single clustering, for 
instance the Kmeans with different initialization or multiple 
clustering algorithms such as SOM, Kmeans, and Fuzzy 
Cmean. In this work, we have examined 

                                        (a)     

                                         (b)

Figure 2. (a) Cloud top brightness temperature at0615 UTC on 04 
Feb 2008, (b) the corresponding cloud patches

the kmeans with different initialization and 2) based on the 
results of step 1, a cluster-association matrix is generated. 
Each entry in this matrix represents an association degree 
between each sample and each cluster of the base clustering.
If a sample belongs to a cluster, the corresponding entry of 
the cluster-association matrix for the sample and the cluster 
is one; otherwise, similarities between the clusters are 
considered. The following formula shows how the cluster-
association matrix (RM) is calculated [4]:
. ( , ) =  1             =( , )                     (1)

where and are a sample and a cluster, respectively. If 
the belongs to  , ( , ) = 1. If not,  ( , ) is 
the similarity between the cluster and the cluster  ,
which belongs to it. The similarity between any pair of 
clusters is defined based on the Connected-Triple method 
[10], where a subgraph of three clusters with two non-zero 
edges are considered for each pair of clusters. The following 
formula shows how the similarity between two clusters is 
calculated.
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                      , =   ×          (2) 

where
             
                        =   ,                       (3)

                         = , , (4)

and =   . denotes the  samples belonging to 

cluster , and q represent all triples between the and .
DC is also a constant delay factor [10].

Figure 3. block diagram of the link-based cluster ensemble

In step 3, a consensus function is applied to obtain final 
clustering.  The consensus function is a graph-based 
clustering so the cluster-association matrix is transformed to 
the weighted bipartite graph, and then spectral graph 
partitioning is performed. Figure 3 shows a block diagram 
of the link-based cluster ensemble. The data are partitioned 
by different base clusters, and the WCT are calculated. 
Then, the RM matrix is obtained and final consensus 
clustering is applied using spectral clustering (SPEC).

3. RESULTS AND VALIDATION

The study region covers an area of the United States 
extending between 30N to 38N and -95E to - 85E during 
January and February 2008.  The training data is obtained 
one month before the respective testing month. The IR 
brightness temperature observations are obtained from the 
GOES-12 satellite. The National Weather Service Next 
Generation Weather Radar (NEXRAD) Stage IV 
precipitation products are used for training and validation. 
Also, we use the PERSIANN-CCS precipitation estimates 
(obtained from the PERSIANN group) for comparing the 

results. The IR data from GOES-12 (Channel 4) has 30-
minute interval images that cover the entire area of study.

Figure 4. Estimated hourly rainy area ending at 1500 UTC on 
February 6, 2008: (a) LCE-based; (b) SOM-based; (c) 

PERSIANN-CCS; and (d) NEXRAD-Stage IV

Figure 4 shows an example of hourly rainfall estimates 
of the LCE-based, SOM-based, PERSIANN-CCS, and 
NEXRAD-Stage IV over the area of study ending at 1500 
UTC on February 6, 2008. This figure shows that the hourly 
estimate based on the cluster ensemble is more similar to 
NEXRAD-Step IV than that of SOM-based in this case.

A set of 3 verification metrics, commonly used in the 
precipitation verification community [12], are used to 
compare the performance of the algorithms. These metrics 
include the Probability of Detection (POD), the False-Alarm 
Ratio (FAR), and the Heidke Skill Score (HSS).

Figure 5 shows the daily estimate verification for the 
HSPE algorithm using SOM and LCE as well as the 
PERSIANN-CCS algorithm (also called “CCS”) against the 
NEXRAD Stage IV at rainfall threshold levels of 0.01, 0.1, 
1, 2, 5, 15, and 25 for winter 2008. Figure 5.a depicts the 
FAR for the three algorithms. As it is observed, the FAR 
ratio of the LCE-based algorithm is less than that of the 
SOM-based almost at all rainfall thresholds. The 
PERSIANN-CCS also has less FAR at high rainfall, but at 
low rainfall level, it is almost similar to other algorithms.
Figure 5.b shows the POD for the three algorithms. As it can 
be seen, the POD of the LCE-based is larger than those of 
the two other algorithms almost at all rainfall thresholds. 
About 12 % increase in POD is obtained at medium and
high rainfall thresholds when the cluster ensemble is used. 
The LCE and SOM-based algorithms have better POD 
compared to the PERSIANN-CCS at all rainfall thresholds.
Figure 5.c shows the HSS of the algorithms. The HSS of the 
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LCE-based is larger than the two other algorithms at all 
rainfall threshold levels.

Figure 5– Verification result for January through March 2008: (a) 
False Alarm ratio; (b) Probability of Detection; and (c) Heidke 

Skill Score

At very low rainfall thresholds, the resulting HSS from the 
LCE-based algorithm is slightly larger than that of the 
SOM-based by approximately 1%. At thresholds of 1 to 10, 
around 5% improvement is obtained. Moreover, the 
percentage of improvement at a threshold of 15mm is about 
8%. As it is observed, the HSS of the SOM-based and the 
PERSIANN-CCS are almost the same except at medium 
rainfall thresholds.

4. SUMMARY

In this study, the link-based cluster ensemble method is used 
and examined in a HSPE algorithm, which is similar to the 
PERSIANN-CCS algorithm. The LCE clustering includes
three steps: 1) creating an M-base clustering, 2) generating a
cluster-association matrix, and 3) applying a consensus 
function to obtain the final clustering. In comparison with 
the SOM-based and the PERSIANN-CCS algorithms, the
cluster ensemble method improves the POD and HSS at all 
rainfall thresholds. This improvement is about 5% to 7% for 
HSS at medium and high level rainfall thresholds for winter 
2008.
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